SCHRAMM-LOEWNER EVOLUTIONS, LENT 2019, EXAMPLE SHEET 1

Please send corrections to jpmiller@statslab.cam.ac.uk

Problem 1.

e Suppose that f: D — D is a conformal transformation (i.e., f is a conformal automorphism
of D). Use the Schwarz lemma to show that there exists z € D and A € 9D so that

flw) = A=—2

e Suppose that f: H — H is a conformal transformation (i.e., f is a conformal automorphism
of H)). Show that there exists a,b,c,d € R with ad — bc = 1 so that

az+b
1z) = cz+d

Deduce that if f fixes 0 and oo then there exists a > 0 so that f(z) = az.

Zw—1"

Problem 2.
e Using the conformal invariance of Brownian motion, show that the hitting density (with
respect to Lebesgue measure) for a complex Brownian motion starting from z € D on the

unit circle is given by

iG) _ i 1‘_ |Z|2

2 |et? — 2|2
You may assume that the hitting density is given by the uniform distribution on D when
z=0.

e Using the conformal invariance of Brownian motion, show that the hitting density (with
respect to Lebesgue measure) for a complex Brownian motion starting from z € H on the
real line OH is given by

R
ZU) = ————

Pz, 7 (z — u)? + y2

(Note that p(i,-) is the Cauchy distribution on R.)

p(z,e for 6 € [0,2m).

where z=x+1iy, u € JH.

Problem 3.
e Show that f(z) = 2+ 1/z is a conformal transformation from H \ D to H.
e Using the conformal invariance of Brownian motion, show that the density p(z, %), 8 € [0, 7],
for the first exit distribution (with respect to Lebesgue measure) of a complex Brownian
motion on H N dD starting from z € H \ D satisfies:

p(Z,ew) — zlm(z)

= TP sin(0) (1+O(|z|_1)) as z — o0.

Problem 4. Using the previous problem, show that if A € Q with A C DN H then

™

heap(A) = > /0 "B, o [Im(B,)] sin(0)d0
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where 7 is the first time that a complex Brownian motion B exits H \ A and E, denotes the
expectation with respect to the law under which B starts from z.

Problem 5. (Schwarz reflection for harmonic functions) Suppose that v: HND — R is harmonic
in HND, continuous in H N, and vanishes on [—1, 1]. Show that u extends to a harmonic function
on D by odd reflection, i.e., by taking u(z) = —u(z).

Problem 6. Suppose that D is a domain in C and f is holomorphic and non-zero on D. Show
that log | f] is harmonic.

Problem 7.
e Consider the rectangle A, = [—r,r] x (0,1] in H. Show that there exists a constant ¢ > 0

such that hcap(A,) < cr for all r > 1.
e Find a sequence of compact H-hulls (A4,,) such that diam(A,) — oo but hcap(A4,) — 0.

Problem 8. Suppose that u is a harmonic function on a domain D C C. Show that for each
n € N = {1,2,...} there exists a constant ¢, > 0 such that for all j,k € Ny = {0,1,...} with
j+k=nand z=x+41iy € D we have that

J 9k < tn
8x8yu(z)‘ - dist(z,(‘?D)”HuHOO'

Hint: use the first part of Problem 2.
Problem 9. Suppose that A € Q with rad(A) = sup{|z| : z € A} < 1. Show that

1
r<galx)<az+— foral z>1
x

r+—<ga(z) <z forall z< -1
T

Show also that for all A € Q and A € H\ A we have that |ga(z) — 2| < 3rad(A). Hint: for x > 1,
show that g4(x) is increasing in A and recall the first part of Problem 3.

Problem 10. Suppose that A € Q is connected. Let B be a complex Brownian motion and let
T=inf{t >0: B, ¢ H\ A}. Show that there exists constants cj,ca > 0 such that

cpdiam(A) < yli_}rgo yPiy[Br € A] < codiam(A).

Problem 11. Suppose that v: [0,7] — H is a simple curve (i.e., s # t implies y(s) # v(t))
with 7(0) = 0 and 7(¢t) € H for all ¢ € (0,7]. Show that A, = ~((0,t]) for t € [0,T] is a
family of locally growing compact H-hulls. Show, moreover, that there exists a homeomorphism
¢: [0,T] — [0, $hcap(A7)] so that hcap(Ay-1(4) = 2t for all t € [0, theap(Ar)]. (This is the
so-called capacity parameterization of ~.)

Problem 12. Suppose that U: [0,7] — R is a continuous function. Let g.(z) solve the chordal
Loewner equation
2
Ogi(2) = ———,
19:(2) g1(z) = U
Show for each ¢t € [0,7] that ¢; is a conformal transformation from its domain onto H with
gi(z) — z — 0 as z — oo using the following steps.

go(z) = z.

e Show that ¢ — Im(g¢(z)) is decreasing in t, hence for each z € H, ¢t — ¢;(2) is defined up
until 7, = sup{t > 0 : Im(g;(z)) > 0}. Conclude that H; = {z : 7, > t} is the domain of g;.
e Show for each t € [0,7] that z — ¢;(z) is complex differentiable on H;.
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e Show for each ¢ € [0,7] that z — ¢:(z) has an inverse defined on H by showing that
gt(fe(w)) = w for all w € H where f; for s € [0,¢] solves the so-called reverse chordal
Loewner equation

2
fs(w) —Ui—s ’

Optional problems: Riemann mapping theorem

0, fs(w) = — folw) = w.

The purpose of this sequence of problems is to prove the Riemann mapping theorem.

Optional Problem 1. Prove the Harnack inequality: suppose that u is a positive harmonic
function defined on a domain D. Then for each K C D compact there exists a constant M > 0
(independent of u) such that

SUP-ec u(2) _ 0

inf,exu(z) —

Optional Problem 2. Deduce from Problem 1 that if f,f are conformal transformations D — D
taking z to 0 and with positive derivative at z, then f = f.

Optional Problem 3. Suppose that D is a simply connected domain with D # C. Suppose that
z € D. Show that there exists a unique conformal transformation f: D — D with f(z) = 0 and
f/(2) > 0 using the following steps.

o Let C be the collection of conformal transformations f from D into a subset of D with f(z) =0
and f’(z) > 0. Deduce from the Schwarz lemma that if f € C then f’(z) < (dist(z,0D))~.

e Show that C is non-empty.

e Suppose that (f,) is a sequence in C such that, for each K C D compact, we have that
fulk — flk uniformly where f is conformal on D. Show that f is either constant or
injective.

e Let M =sup{f'(z): 2z €C}. Let (f,) be a sequence of functions in C with f/(z) increasing
to M. Explain why there exists a subsequence (fy, ) of (f,) which converges uniformly to
amap f: D — D. (Hint: use Problem 7, the Harnack inequality, and the Arzela-Ascoli
theorem.) Explain why f’(z) = M and deduce from the previous part that f is injective.

e Show that f is surjective onto D. (Hint: argue by contradiction that if f is not surjective
then f'(2) < M.)



