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Abstract

Causal models in statistics are often described by acyclic directed mixed graphs (ADMGs),
which contain directed and bidirected edges and no directed cycles. This article surveys various
interpretations of ADMGs, discusses their relations in different sub-classes of ADMGs, and ar-
gues that one of them—nonparametric equation system (the E model below)—should be used
as the default interpretation. The E model is closely related to but different from the inter-
pretation of ADMGs as directed acyclic graphs (DAGs) with latent vairables that is commonly
found in the literature. Our endorsement of the E model is based on two observations. First,
in a subclass of ADMGs called unconfounded graphs (which retain most of the good properties
of directed acyclic graphs and bidirected graphs), the E model is equivalent to many other in-
terpretations including the global Markov and nested Markov models. Second, the E model for
an arbitrary ADMG is exactly the union of that for all unconfounded expansions of that graph.
This property is referred to as completeness, as it shows that the model does not commit to
any specific latent variable explanation. In proving that the E model is nested Markov, we also
develop an ADMG-based theory for causality that may be of independent interest.

1 Introduction

Acyclic directed mixed graphs (ADMGs) are first used by Wright (1934) to describe causal relation-
ships between a collection of random variables. They play a central role in the modern statistical
theory for causality; see, for example, Pearl (2009) and Richardson, Evans, et al. (2023). ADMGs
have two types of edges—directed and bidirected. When interpreting model assumptions encoded
by ADMGs, two heuristics are commonly used:

1. A directed edge means direct causal influence and a bidirected edge means exogenous corre-
lation (Wright (1934) calls this “residual correlation”).

2. ADMG describes a latent variable model because, in the definition of “latent projection” of
ADMGs by Verma and Pearl (1990), the graphical structures

V1 V2 V3, V1 V2 V3, and V1 V2 V3

all marginalize to V1 V3 when we treat V2 as unobserved.
∗Statistical Laboratory, University of Cambridge, qyzhao@statslab.cam.ac.uk.
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Based on these heuristics, many interpretations of ADMGs have been proposed in the literature
(see e.g. Richardson 2003; Peters, Janzing, and Schölkopf 2017; Bareinboim et al. 2022). Unfortu-
nately, these interpretations generally do not agree with each other, and it is notoriously difficult to
describe the complicated constraints imposed by the latent variables on the probability distribution
of the observed variables. The purpose of this article is to give a survey of those interpretations,
discuss their relations, and put forward a case that one of those interpretations—the nonparametric
equation system (the E model below)—should be used as the default. A key argument is that the
E model is complete with respect to certain latent variable explanations, a concept that will be
defined shortly.

Before moving to any technincal discussion, it is useful to first consider when an interpretation
may be regarded as natural. Generally speaking, a natural or interesting mathematical definition
can be found in at least two ways:

Equivalence When many definitions motivated by apparently different considerations are equiva-
lent to each other, we may believe they describe a natural mathematical concept.

Completion When there exists a natural definition for a smaller class of mathematical objects, we
may try to find a “completion” of that definition to a larger class of objects.

In fact, the Equivalence argument is regularly used in the graphical models literature. A prominent
example is the Hammersley-Clifford theorem, which shows that two statistical models (of distribu-
tions with positive densities) associated with a undirected graph—one defined via factorization and
another via Markov property—are equivalent. Another familiar example is the equivalence of the
factorization model (“Bayesian networks”) and the global Markov model associated with directed
acyclic graphs (DAGs). However, the Equivalence argument by itself cannot define the “right” in-
terpretation of ADMGs. In fact, we will see shortly that most common interpretations of ADMGs
in statistics are genuinely different. Given this, one may be tempted to use the Completion ar-
gument instead. We will see below that this is indeed possible but requires a careful definition of
“completion”.

1.1 Directed mixed graphs

A directed mixed graph G = (V,D,B) consists of a vertex set V , a set D ⊆ V ×V of directed edges,
and a set B ⊆ V × V of bidirected edges that are required to be symmetric:

(Vj , Vk) ∈ B ⇐⇒ (Vk, Vj) ∈ B, for all Vj , Vk ∈ V.

It is helpful to think about the edges as relations between the vertices and write

Vj Vk in G⇐⇒ (Vj , Vk) ∈ D and Vj Vk in G⇐⇒ (Vj , Vk) ∈ B .

The choice of drawing edges in B as bidirected instead of undirected is intentional and crucial. This
is also where the name “directed mixed graph” comes from Richardson (2003). Let G(V ) denote
the set of all such graphs. Note that loops, whether bidirected (such as Vj Vj) or directed (such
as Vj Vj), are allowed. For the remaining of this article, we will assume the graph contains all
bidirected loops, that is, Vj Vj in G for all Vj ∈ V .1 Let G∗(V ) denote the collection of all such
“canonical” graphs.

Some important subclasses of G∗(V ) include:
1Loosely speaking, this means that we allow “random innovations” at each vertex in the corresponding statistical

models.
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• G∗B(V ): the class of bidirected graphs (i.e. the directed edge set D = ∅);
• G∗D(V ): the class of directed graphs that contain no bidirected edges other than bidirected

loops;
• G∗A(V ): the class of acyclic directed mixed graphs (ADMGs), where by acyclic, we mean there

exists no cyclic directed walks like Vj · · · Vj for any Vj ∈ V ;
• G∗DA(V ) = G∗D(V ) ∩G∗A(V ): the class of directed acyclic graphs (DAGs).

It is convenient to not actually draw the bidirected loops for graphs in G∗(V ). Indeed, this
defines an isomorphism from G∗(V ) that contains all bidirected loops to the subclass of G(V ) that
contains no bidirected loops. For this reason, we will generally not distinguish between these two
subclasses in this article.2

Let us introduce a new subclass of G∗(V ) that will play an important role in our argument
below.

Definition 1. Given G ∈ G∗(V ), the set of exogenous vertices is defined as

E = {Vj ∈ V : Vk 6 Vj for all Vk ∈ V }.

We say G is unconfounded if for all Vj , Vk ∈ V such that Vj 6= Vk,

Vj Vk in G =⇒ Vj , Vk ∈ E. (1)

Let G∗U(V ) denote the set of all such unconfounded graphs with vertex set V and G∗UA(V ) =
G∗U(V ) ∩G∗A(V ).

The semantics of a unconfounded ADMG is simple: the exogenous vertices have some underlying
structure as described by the bidirected edges, and they influence the rest of the endogenous vertices
in a recursive way through the directed edges. The name “unconfounded” is derived from the fact
that when such graphs are interpreted causally, all interventional distributions can be identified
from the distribution of V because all vertices in the graph are fixable; see Section 4 for more detail.
It is obvious that G∗DA(V ) ⊆ G∗UA(V ) and G∗B(V ) ⊆ G∗UA(V ). In fact, we will see that unconfounded
ADMGs share many good properties as DAGs and bidirected graphs.

Note that a similar but different type of graphs is considered by Kiiveri, Speed, and Carlin
(1984). There, the exogenous variables are connected by undirected edges and are required to
satisfy the global Markov property for undirected graphs, so what they consider is a subclass of the
chain graph models (Lauritzen and Wermuth 1989; Frydenberg 1990).

1.2 Statistical models associated with ADMGs and their relations

In graphical statistical models, vertices in the graph are random variables, and there are different
ways to interpret edges as relationships between the variables. To formalize such interpretations as
statistical models, it is helpful to take the more abstract point of view that a statistical model is a
collection of probability distributions. Let V = (V1, . . . , Vd) be a random vector that takes values
in a product measure space V = V1 × · · · × Vd, and the largest statistical model we will consider
is denoted as P(V), the set of all probability distributions on V with a density function. With the

2One might ask why we do not start with graphs without bidirected loops in the first place. This is mainly because
in some problems (not considered here) it is useful to consider graphs in which some vertices have bidirected loops
and some do not. One example is the single-world intervention graphs (Richardson and Robins 2013).
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possible addition of some regularity (e.g. smoothness) conditions on the density function, this is
often referred to as the nonparametric model in the statistics literature.

Graphical statistical models associate graphs with subclasses of P(V); in other words, they are
maps from G∗A(V ) to the power set of P(V). Let us illustrate this by introducing some ADMG
models here:

1. One approach is to associate separations in the graph with conditional independences in the
probability distribution. For example, for G ∈ G∗(V ), the global Markov (GM) model collects
all distributions P ∈ P(V) that obeys the global Markov property with respect to G: m-
separation in G (this will be defined in Section 2.2) implies conditional independence under P.
This is first formally introduced by Richardson (2003) and goes back to earlier investgiations
of (cyclic) linear structural equation models.

2. Another approach is to consider certain “expansions” of the graph that have a simpler struc-
ture. For example, the clique expansion (CE) model expands every clique of bidirected edges
with a latent variable, so the resulting graph is a DAG. The noise expansion (NE) model
associate each vertex in the graph with a latent variable that inherits all its bidirected edges,
so the resulting graph is unconfounded. See Figure 2 below for some examples. Many authors
take this approach implicitly without fullying defining their model; a more explicit account is
given in Richardson, Evans, et al. (2023, Section 4.1).

3. Alternatively, one can consider a system of equations that obey the local structure of the
graph. The nonparametric system of equations (E) model collects all distribution P of V such
that V can be written as (the following event has probability 1 under P):

Vj = fj(Vpa(j), Ej), for all Vj ∈ V,

for some functions f1, . . . , fd, where pa(j) = {k : Vk Vj in G} is the parent set of Vj in G
and, importantly, the distribution of the “noise variables” E = (E1, . . . , Ed) is global Markov
with respect to the bidirecte component of G. This is closely related to the “semi-Markovian”
causal model in Pearl (2009, p. 30) and Bareinboim et al. (2022) who leave the distribution
of E unspecified.

We will formally define the above models and some other interpretations of ADMGs in Section 3.
The next Theorem summarizes the relations between those models. Many results in this Theorem

are already obtained in the literature. Among the new claims, the most non-trivial result is that the
E/NE model is nested Markov (NM), although this is not totally surprising given that Richardson,
Evans, et al. (2023, Section 4.1) have shown that the marginal of any DAG model is nested Markov
with respect to the corresponding marginal ADMG (which basically means CE ⇒ NM in our
terminology). We prove E/NE ⇒ NM by considering a causal Markov model associated with
ADMGs, and this proof is outlined in Section 4. All other proofs can be found in the Appendix.

Theorem 1. The relations in Figure 1 hold for all G in the corresponding classes of graphs, where
⇒ (⇔) should be interpreted as ⊇ (=) for the corresponding graphical statistical models with the
same state space V. Moreover, all ⇒ in Figure 1 are strict in the sense that the reverse impliations
are not true for all graphs in the corresponding subclass.

Although we have not introduced most statistical models in Figure 1 yet, some high-level obser-
vations can already be made:
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PE

CE

NE E

NM

LM GM A

UM

(a) G is an ADMG: G ∈ G∗A(V ).

PE

CE

NE E NM EF LM GM A

UM

(b) G is an unconfounded ADMG: G ∈ G∗UA(V ).

PE CE NE E NM EF F LM GM A

UM

(c) G is a DAG: G ∈ G∗DA(V ).

PE

CE

NE E NM EF LM GM A UM

(d) G is a bidirected graph: G ∈ G∗B(V ).

Figure 1: Relations between some statistical models associated with (subclasses of) ADMGs that
are formally defined in Section 3. (A: Augmentation; CE: Clique Expansion; E: Nonparametric
Equations; EF: Exogenous Factorization; F: Factorization; GM: Global Markov; LM: Local Markov;
NE: Noise Expansion; NM: Nested Markov; PE: Pairwise Expansion; UM: Unconditional Markov.)

1. Unconfounded ADMGs share the equivalences of statistical models that are found for DAGs
and bidirected graphs. For example, E ⇔ GM is true for unconfounded ADMGs (and thus
DAGs and bidirected graphs) but not all ADMGs. For this reason, unconfounded ADMGs
may be considered as the natural generalization of DAGs and bidirected graphs.

2. A general ADMG is associated with many “tiers” of statistical models that are generally not
equivalent with each other. Thus, the Equivalence argument does not give a natural definition
of statistical model for all ADMGs.

1.3 Graph expansion and complete models

We will now turn to the Completion argument and define what we mean by “complete”. To this end,
let marginV denote the (overloaded) “marginalization” operator on ADMGs (that maps G∗A(V ′) to
G∗A(V ) for some V ′ ⊇ V ) and probability distributions (that maps P(V ′) to P(V )); these will be
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A B

C D

(a) G ∈ G∗A(V ) where V = {A,B,C,D}.

A B

EAC

C ECD D

(b) G′1 = expandC(G).

EA A B EB

EC C D ED

(c) G′2 = expandN(G).

A B

F

C D

(d) G′3 ∈ expandV ′(G) where V ′ = V ∪{F}.

Figure 2: Examples of graph expansion (all bidirected loops are omitted).

formally in Section 2.3. Let expandV ′ denote the inverse image of marginV , that is,

expandV ′(G) =
{
G′ ∈ G∗A(V ′) : marginV (G

′) = G
}
.

Definition 2. For every possible vertex set V , let G0(V ) ⊆ G∗A(V ) be a given subclass of (canonical)
ADMGs. A collection of statistical models P(G) for different ADMGs G is said to be complete (with
respect to expansions in G0) if it is equal to the union of the V -marginal of all G0-“expanded” models,
that is,

P(G) =
⋃

V ′⊃V

⋃
G′

marginV (P(G′)), (2)

where the second union is over G′ ∈ expandV ′(G) ∩ G0(V ′).

Equation (2) is essentially a way to extend the “base model”—statistical models for a smaller class
of graphs—to a larger class of graphs. This heuristic can be widely used in the literature to interpret
ADMGs; for example, Pearl (2009, p. 76) writes “... especially true in semi-Markovian models (i.e.,
DAGs involving unmeasured variables)”. This intuitive “latent DAG” interpretation is formalized
in Richardson, Evans, et al. (2023, Section 4.1) who use DAGs as the base model (i.e. G0(V ) =
G∗DA(V )). Theorem 2 below further shows that this latent DAG interpretation is equivalent to the
clique expansion (CE) model. However, the CE model implies complicated inequality constraints
on the probability distribution (Fritz 2012; Evans 2016). Conceptually, this difficulty arises because
the latent DAG interpretation does not treat bidirected graphs as an interesting primitive structure.

We propose to use unconfounded ADMGs as the base model (i.e. G0(V ) = G∗UA(V )) in Defini-
tion 2. As argued below Theorem 1, unconfounded ADMGs are natural generalizations of DAGs
and bidirected graphs. With this choice, a complete ADMG model uses a unconfounded graph
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General
ADMGs

(G ∈ G∗A(V ))

Unconfounded
ADMGs

(G ∈ G∗UA(V ))

Completion

Completion

Completion

Figure 3: Completion of ADMG models.

expansion with “latent” variables to explain an ADMG but does not commit to a particular uncon-
founded expansion. This is a form of agnostic reasoning: a complete ADMG model does not try
to tell us why two variables are related. For instance, a bidirected edge intuitively means that two
variables are correlated in an exogenous way, possibly due to one or multiple latent common causes.
However, the nature of that exogenous correlation is not part of a complete model. Similarly, when
the ADMG is interpreted as a causal model, a directed edge is usually interpreted as a direct causal
effect not through other variables in the graph. It is entirely possible that such a direct causal effect
is mediated through one or multiple latent variables, but that is, again, not part of a complete
model.

To illustrate the definition of complete models, consider the graphs in Figure 2. The graph
G ∈ G∗A(V ) for V = {A,B,C,D} in Figure 2a is not unconfounded, but after the “clique” (Figure 2b)
or “noise” expansion (Figure 2c), it becomes an unconfounded graph. The remark after Theorem 1
suggests that the nonparametric system of equations is a natural statistical model associated with
such graphs. In other words, it is reasonable to require P(G′1) = PE(G

′
1) and P(G′2) = PE(G

′
2).

Figure 2d shows another possible expansion of G that involves a latent variable F , but the expanded
graph is confounded because of A C F and B F D (one can further expand the
bidirected edges to make the graph unconfounded). By requiring the model P(G) to be complete
with respect to unconfounded graphs, it should contain the V -marginals of P(G′1), P(G′2).

Figure 3 visualizes the following Theorem on complete ADMG models.

Theorem 2. Among the ADMG models in Figure 1a, only the CE, E, NE, and UM models are
complete with respect to unconfounded graph expansions (taking G0(V ) = G∗UA(V ) in Definition 2).

Figure 1a shows that the E and NE models are equivalent, so Theorem 2 really identifies three
different complete models associated with ADMGs. Between them, the choice rests on how one
interprets unconfounded ADMGs. By applying the Equivalence argument to Figure 1b, the E/NE
model is the most natural interpretation for unconfounded ADMGs. For this reason, we believe
that the E/NE model should be used as the default interpretation of general ADMGs.
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The rest of this article is organized as follows. In Section 2, we introduce some basic notation and
terminology for graphical statistical models. In Section 3, we formally define the statistical models
that appear in Theorem 1. In Section 4, we outline a proof of the assertion that the nonparametric
equation system is nested Markov by building a theory for causality based on ADMGs. In Section 5,
we give some further remarks. Technical proofs can be found in the Appendix.

2 Basic notation and terminology

2.1 Conditional independence

Intuitively, a graphical statistical model imposes algebraic (and semi-algebraic) constraints on prob-
ability distributions according to certain structures in the graph. Perhaps the simplest form of
algebraic constraints on probability distributions is conditional independence: for disjoint subsets
VJ , VK, VL of V , define

VJ ⊥⊥ VK | VL under P⇐⇒ p(vJ , vK | vL) = p(vJ | vL) p(vK | vL) for all vL such that p(vL) > 0,

where p(vJ , vK | vL) is the conditional density function of VJ and VK given VL evaluated at
(vJ , vK, vL) (under law P) and other conditional densities are defined similarly.

Conditional independence satisfies a number of “graphoid axioms” that bear a close relation to
graph separation; see Pearl (1988) and Lauritzen (1996).

2.2 Walk algebra

We adopt the notation and terminology in Zhao (2024) to describe the walk algebra generated by
directed mixed graphs. For Vj , Vk ∈ V , we say w is a walk from Vj to Vk if it is a sequence of
connecting edges (edge directions are ignored when deciding connection), its first edge starts at Vj ,
and its last edge ends at Vk. We say a walk is blocked by L ⊆ V if

1. w contains a collider Vl (so part of w looks like Vl ) such that Vl 6∈ L; or
2. w contains a non-collider such that Vl ∈ L.

This is slightly different from (but in ADMGs equivalent to) the notion of blocking for paths usually
used in the literature which requires that no desendants of any collider Vl is in L. See Zhao (2024)
for further discussion.

If {Vj}, {Vk}, and L are disjoint and there exists an unblocked walk from Vj to Vk given L, we
say Vj is m-connected to Vk given L and write Vj ∗ Vk | L in G; the half arrowheads mean
the walk can end with or without arrowheads on both sides, and the asterisk is a wildcard character
to indicate that the walk may have any number of colliders. If no such walk exists, we say Vj and
Vk are m-separated given L in G and write not Vj ∗ Vk | L in G. This definition naturally
extends to sets of subvertices: for disjoint J,K,L ⊂ V , we write

J ∗ K | L in G⇐⇒ Vj ∗ Vk | L in G for some Vj ∈ J, Vk ∈ K.

We now introduce some special types of walks and associated concepts that play important roles
in the theory of ADMG models:
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1. and : these are the basic edges that generate the walk algebra. We write paG(Vj) =
{Vk ∈ V : Vk Vj} as the parents of Vj and chG(Vj) = {Vk ∈ V : Vj Vk} as the children
of Vj . When it is more convenient to work with indicies of the variables, we often use the
notation paG(j) = {k ∈ [d] : Vk Vj} and likewise for chG(j). We sometimes omit the
graph G in the subscript when it is clear from the context.

2. : this means a (right-)directed walk that consists of one or more . We write an(Vj) =
{Vk ∈ V : Vk Vj} as the ancestors of Vj and de(Vj) = {Vk ∈ V : Vj Vk} as the
descendants of Vj . The corresponding indices are denoted as an(j) and de(j), respectively.
We say a subset of vertices K ⊆ V is ancestral in G if it contains all its ancestors, that is,

an(K) = {Vk ∈ V : Vk K in G} ⊆ K.

This concept is useful because the ancestral marginal of an ADMG is simply its induced
subgraph, that is, if K is ancestral, then marginK(G) = (K,D∩(K × K),B∩(K × K)) for
G = (V,D,B).

3. : this means an arc, a walk with no colliders.
4. : these are all arcs that are not or (consisting of one or more ). When a walk

like is a path, we call it a confounding arc.
5. ∗ : this means a walk consisting one or more . Vertices connected by such walks are

said to be in the same district.3

6. ∗ : this means a collider-connected walk in which all non-endpoints are colliders. The
set mbG(Vj) = {Vk ∈ V : Vk ∗ Vj in G} is called the Markov boundary of Vj in G.4

The corresponding set of indicies is denoted as mbG(j).
7. ∗ : this is a collider-connected walk that ends with an arrowhead. The set mbgG(Vj) =
{Vk ∈ V : Vk ∗ Vj in G} is called the Markov background of Vj in G.5 The correspond-
ing set of indicies is denoted as mbgG(j).

8. ∗ : this is a walk consisting of one or more arcs, which is simply any walk in the graph.

A formal definition of these and some other important types of walks can be found in Zhao (2024).

2.3 Marginalization

As our argument rests on considering latent variable “expansions” or “explanations” of graphical
models, let us take some care to define the related concepts. Consider an ADMG G ∈ G∗A(V ).
We restrict ourselves to the case where each vertex Vj ∈ V, j = 1, . . . , d, of the graph is a finite-
dimensional real random variable, so Vj ⊆ Rnj for some nj ∈ Z+. We assume that Vj is a measure
space and the choice of measure will be implicit in the definitions below; in practice, this is usually
the Lebesgue measure if the random variable is continuous or the counting measure if the random
variable is discrete. Let V = V1 × · · · × Vd and P(V) denote the set of all probability measures on
V with a density function, so P(V) is isomorphic to the set of non-negative functions on V with
integral 1.

3This terminology is due to Richardson (2003). The same concept is called c-component in Tian and Pearl (2002).
4This is closely related to the concept of Markov blanket and Markov boundary (minimal Markov blanket) in

conditional independence models; see Pearl (1988).
5When Vj has no children in G, it is obvious that mbG(Vj) = mbgG(Vj). For this reason, Richardson, Evans, et al.

(2023) also refers to mbgG(Vj) as the Markov blanket/boundary of Vj . However, this terminology is confusing when
Vj is not childless and is avoided here.
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The marginalization operator can act on product spaces, probability distributions, and graphs.
For any subset J ⊆ [d] and J = VJ ⊆ V , denote the J-marginal of V as

marginJ(V) = VJ =
∏
j∈J

Vj .

Further, let marginJ(P) denote the marginal distribution of J when the joint distribution of V is P,
so the density function of marginJ(P) is simply the marginal density function p(vJ ) of VJ . Finally,
for an ADMG G ∈ G∗A(V ), its J-marginal is defined as its image under the map

marginJ : G∗A(V )→ G∗A(J),
G 7→ G′,

where G′ is defined by the following equivalences for all Vj , Vk ∈ J such that Vj 6= Vk:

Vj Vk in G′ ⇐⇒ P [Vj Vk | J in G] 6= ∅,
Vj Vk in G′ ⇐⇒ P [Vj Vk | J in G] 6= ∅.

Here, P [Vj Vk | J in G] is the set of all directed paths (P means paths) from Vj to Vk in G
with no non-endpoints in J , and P [Vj Vk | J in G] is the set of all confounding arcs (paths
with no collider and two end-point arrowheads) from Vj to Vk in G with no non-endpoints in J .
Marginalization of directed mixed graphs is often referred to as “latent projection” in the literature
and is first considered by Verma and Pearl (1990). The reader is invited to check that the graphs
in Figures 2b to 2d all marginalize to the graph in Figure 2a.

3 Statistical models associated with directed mixed graphs

3.1 Global Markov (GM) property

The global Markov model assumes that every m-separation in the graph implies a conditional
independence in the probability distribution.

Definition 3. The global Markov model with respect to G ∈ G∗(V ) is defined as

PGM(G,V)
={P ∈ P(V) : not J ∗ K | L in G =⇒ J ⊥⊥ K | L under P for all disjoint J,K,L ⊂ V }.

The global Markov model takes simpler forms in some subclasses of G∗(V ). When the graph
is directed (so G ∈ G∗D(V )), walks must consist of directed edges (if we ignore bidirected loops)

so ∗ can be written as
d
∗

d
(where d means the walk consist of directed edges only).

When the graph is bidirected (so G ∈ G∗B(V )), walks must consist of bidirected edges and ∗
can be written as ∗ (meaning one or more bidirected edges). See Zhao (2024) for further
discussion.

3.2 Unconditional Markov (UM) model

The next model only requires unconditional independences in the global Markov model.
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Definition 4. The unconditional Markov model with respect to G ∈ G∗(V ) is defined as

PUM(G,V) = {P ∈ P(V) : not J K in G =⇒ J ⊥⊥ K under P for all disjoint J,K ⊂ V }.

When the graph G ∈ G∗B(V ) is bidirected, this reduces to the connected set Markov property
in Richardson (2003) which says every connected set (via bidirected edges) is independent of its
non-neighbours.

3.3 Ordered local Markov (LM) property

Given an ADMG G ∈ G∗A(V ), we say a strict order ≺ on the vertex set V is a topological order of
G if

Vk Vj in G =⇒ Vk ≺ Vj for all Vj , Vk ∈ V.

An ADMG may have multiple topological orders. Let pre≺(Vj) = {Vk ∈ V : Vk ≺ Vj} collect all
vertices before Vj in the order ≺.

Recall that the Markov boundary of Vj ∈ V in G ∈ G∗A(V ) is defined as all vertices that can be
connected to Vj via colliders:

mbG(Vj) = {Vk ∈ V : Vk ∗ Vj in G}.

If an ancestral set K ⊆ V contains Vj (Vj ∈ K) but not any children of Vj (Vj 6 K in G), the
Markov boundary of Vj in K is defined as

mbG(Vj ,K) = {Vk ∈ K : Vk ∗ Vj in G} = mbGK
(Vj) = mbgG(Vj) ∩K,

where GK is the subgraph of G restricted toK. The reader is invited to verify the last two equalities.

Definition 5. The ordered local Markov model with respect to G ∈ G∗A(V ) and a topological order
≺ of G is defined as

PLM(G,≺,V) =
{
P ∈ P(V) :Vj ⊥⊥ K \mbG(Vj ,K) \ Vj | mbG(Vj ,K) under P

for all Vj and ancestral K such that Vj ∈ K ⊆ pre≺(Vj)
}
.

This definition is due to Richardson (2003, p. 151). It can be shown that the model PLM(G,≺,V)
actually does not depend on which topological order ≺ is used. For this reason, we will write it as
PLM(G,V).

When G is a DAG (i.e. G ∈ G∗DA(V )), the Markov boundary of Vj ∈ V reduces to

mbG(Vj) = {Vk ∈ V : Vk Vj , Vk Vj , or Vk Vl Vj for some Vl ∈ V }.

If K is an ancestral set that contains Vj but none of its children, it is easy to see that the Markov
boundary of Vj in K is precisely its parents (and thus does not depend on K):

mbG(Vj ,K) = paG(Vj) = {Vk ∈ V : Vk Vj}.

Therefore, the definition of ordered local Markov model for DAGs is consistent with that in Lauritzen
(1996, p. 50).
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3.4 Factorization (F) and exogenous factorization (EF) properties

Definition 6. For a DAG G ∈ G∗DA(V ), the factorization model is defined as

PF(G,V) =
{
P ∈ P(V) : p(v) =

p∏
j=1

p(vj | vpaG(j)) whenever the right hand side is well defined
}
,

where p(v) is the density function of V and p(vj | vpaG(j)) is the conditional density function Vj

given its parents in G.

Some authors refer to a probability distribution in the above model as a Bayesian network, a
terminology due to Pearl (1985). Next, we given an extension of this definition to unconfounded
ADMGs.

Definition 7. Consider an unconfounded ADMG G ∈ G∗UA(V ) with exogenous vertices E ⊆ V .
The exogenous factorization model with respect to G and E is defined as

PEF(G,V) =
{
P ∈ P(V) : p(v) = p(e)

∏
Vj∈V \E

p(vj | vpaG(j)) whenever well defined,

marginE(P) ∈ PGM(marginE(G),marginE(V))
}
,

where p(e) = marginE(p) is the marginal density function of E.

It is easy to see that PEF(G,V) = PF(G,V) if G ∈ G∗DA(V ) and PEF(G,V) = PGM(G,V) if
G ∈ G∗B(V ). So exogenous factorization is a concept that genearlizes factorization with respec to
DAGs and global Markov property with respect to bidirected graphs. The requirement that the
marginal distribution of E is global Markov is not essential and can be replaced by other equivalent
definitions (see Figure 1d).

3.5 Nested Markov (NM) property

The nested Markov property is defined through the fixing (or do) operator that applies to product
spaces, probability distributions and graphs (Richardson, Evans, et al. 2023). First, for any J ⊆ V ,
doJ(V) = marginJ(V) is simply the subspace corresponding to J . Given G ∈ G∗A(V ), we say Vj ∈ V
is fixable in G if there does not exist Vk ∈ V such that Vj Vk and Vj ∗ Vk in G. When
fixing operator acts on a graph G ∈ G∗A(V ), it means that we remove a fixable vertex Vj in G and
all its edges, that is,

doVj : G
∗
A(V )→ G∗A(V−j),

G 7→ GV−j ,

where GV−j is the subgraph on V−j = V \ {Vj}.
Finally, we define the fixing operator on probability distribiutions. For any fixable Vj ∈ V and

vj ∈ Vj , the fixing operator doVj=vj : P(V)→ P(V−j) is defined as the following transformation of
the density function:

(doVj=vj (p))(v−j) =
p(v)

p(vj | vmbgG(j))
.
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It is easy to verify that the image is indeed a density function for V−j (non-negative and integrates
to 1) that is indexed by vj ∈ Vj .6 We deliberately denoted the fixing operator as doVj=vj be-
cause it corresponds to identifying the interventional distribution of V−j when Vj is set to vj ; see
Proposition 3 below.

Now consider a sequence of distinct vertices J = VJ = (Vj1 , . . . , Vjn). Denote

doJ = doVj1
◦ · · · ◦ doVjn

,

which can be applied to product spaces, graphs, and probability distributions (after further speci-
fying the value that VJ is fixed at). We say J is fixable if Vjm is fixable in doVj1

◦ · · · ◦ doVjm−1
(G)

for all m = 1, . . . , n. Not all permutations of J are fixable, but all fixable permutations of J de-
fine the same fixing operator as shown by Richardson, Evans, et al. (2023); see also the remark
at the end of Section 4.3. So with a slight abuse of notation, doJ can also be defined for any
(unordered) subset J ⊆ V that has at least one fixable permutation. We use the convention that
do∅(P) = P. Finally, the fixing operator on state spaces is “dual” to marginalization in the sense
that doVJ (V) = marginV \VJ (V).

The nested Markov model in Richardson, Evans, et al. (2023) requires that the probability
distribution, after fixing, is global Markov with respect to the fixed graph.

Definition 8. The nested Markov model with respect to G ∈ G∗A(V ) is defined as

PNM(G,V)
={P ∈ P(V) : doVJ=vJ (P) ∈ PGM(doJ(G),doJ(V)) for all fixable J = VJ ⊆ V and vJ ∈ VJ }.

3.6 Augmentation (A) criterion

The augmentation criterion links statistical models associated with directed graphs with those
associated with undirected graphs. To this end, let us introduce some additional notation. Let
UG(V ) denote the collection of all simple undirected graphs with vertex set V ; specifically, UG(V )
contains all graphs G′ = (V, E) such that E ⊆ V × V , (Vj , Vj) 6∈ E , and (Vj , Vk) ∈ E implies that
(Vk, Vj) ∈ E for all Vj , Vk ∈ V . This definition is not different from a bidirected graph besides the
requirement of no self-loops, but the semantics of undirected and bidirected graphs (in terms of
graph separation) are different. Specifically, for G′ ∈ UG(V ) and disjoint subsets J,K,L ⊂ V , we
say L separate J and K in G′ and write

not J ∗ K | L in G′,

if every path from a vertex in J to a vertex in K contains an non-endpoint in L. The global Markov
model associated with an undirected graph G′ ∈ UG(V ) is defined as

PGM(G′,V) = {P ∈ P(V) : not J ∗ K | L in G′ =⇒ J ⊥⊥ K | L under P

for all disjoint J,K,L ⊂ V }.

Consider the following augmentation map from directed mixed graphs to undirected graphs:

augment : G∗(V )→ UG(V ),

G 7→ G′,

6Fixing is well defined whenever p(vj | vmbgG(j)) is not 0 or ∞. An argument similar to that in Pollard (2001,
Theorem 5.12) shows that such event has probability 0 and thus is inconsequential in defining the density function
of the probability distribution after fixing.
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where G′ = augment(G) is an undirected graph with the same vertex set V such that

Vj Vk in G′ ⇐⇒ Vj ∗ Vk in G for all Vj , Vk ∈ V, Vj 6= Vk.

That is, Vj is connected to all vertices in its Markov boundary. When this map is restricted to
DAGs, this is often known as moralization in the literature because it connects any two parents with
the same child (Lauritzen and Wermuth 1989; Frydenberg 1990). For ADMGs, the augmentation
criterion below is introduced in Richardson (2003).

Definition 9. The augmentation model for G ∈ G∗A(V ) is defined as

PA(G,V)
={P ∈ P(V) : marginJ(P) ∈ PGM(augment ◦marginJ(G),marginJ(V)) for all ancestral J ⊆ V }.

3.7 Pairwise (PE), clique (CE), and noise (NE) expansions

One way to define statistical models associated with a general ADMG is through expanding the
graph to “simpler graphs”. First, let us define graph expansion, which is simply the pre-image of
graph marginalization. Specifically, given G ∈ G∗(V ), define

expand(G) = {G′ ∈ G∗(V ′) : V ′ ⊇ V,marginV (G
′) = G}.

Obviously, graph marginalization is not injective, so expand(G) is an infinite set of graphs that can
marginalize to G.

There are several possible “natural” definitions that pick a specific element of expand(G) as “the”
expanded graph. Consider V = {V1, . . . , Vd} and G ∈ G∗(V ). The pairwise expansion replaces every
bidirected edge by a latent common parent. Formally, the pairwise expansion graph expandP(G)
has vertex set V ∪ E with E = {Ejk : Vj Vk in G, j < k} and the following edges:

Ejk Vj in expandP(G), for all j, k ∈ [d] such that Vj Vk in G,

Vj Vk in expandP(G), for all j, k ∈ [d] such that Vj Vk in G .

The clique expansion replaces every bidirected clique (in which every two vertices are connected by
a bidirected edge) by a latent common parent. Formally, if we let C(G) denote (the vertex indicies
of) all bidirected cliques in G, that is,7

C(G) = {J ⊆ 2[d] : Vj Vk for all j, k ∈ J },

then the clique expansion graph expandC(G) has vertex set V ∪E with E = {EJ : J ∈ C(G)} and
the following edges:

EJ Vj in expandC(G), for all j ∈ J ∈ C(G),

Vj Vk in expandC(G), for all j, k ∈ [d] such that Vj Vk in G .

It is easy to see that pairwise and clique expansion graphs are DAGs.
7One can also define bidirected cliques as the maximal sets connected by bidirected edges in the graph (i.e.

“districts” in the terminology of Richardson (2003)), but that does not change the clique expansion model. The
definition employed here simplifies our proof in the Appendix that the clique expansion model is complete (particularly
Lemma 8).
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The noise expansion, on the other hand, results in an unconfounded graph where the bidirected
and directed edges are “separated”. Formally, the noise expansion graph expandN(G) has vertex set
V ∪ E with E = {E1, . . . , Vd} and the following edges:

Ej Vj in expandN(G), for all j ∈ [d],

Ej Ek in expandN(G), for all j, k ∈ [d] such that Vj Vk in G,

Vj Vk in expandN(G), for all j, k ∈ [d] such that Vj Vk in G .

Definition 10. For G = (V,B,D) ∈ G∗A(V ), the pairwise expansion model, clique expansion model,
and clique expansion model are defined as the V -marginal of the global Markov model for the
corresponding expanded graphs:

PPE(G,V) = marginV

(
PGM

(
expandP(G),V× [0, 1]| B |

))
,

PCE(G,V) = marginV

(
PGM

(
expandC(G),V× [0, 1]|C(G)|)),

PNE(G,V) = marginV

(
PGM

(
expandN(G),V× [0, 1]|V |

))
.

This definition assumes that the latent variables are supported in the unit interval, which is
large enough for most purposes.

3.8 Nonparametric equation (E) systems

Definition 11 (Nonparametric system). Consider G ∈ G∗A(V ). The nonparametric equation system
PE(G,V) collects all probability distribution P ∈ P(V) on a random vector V = (V1, . . . , Vd) such
that the following event has probability 1 under P: V solves the equations

Vj = fj(VpaG(j), Ej), j = 1, . . . , d (3)

for some (measurable) functions fj : VpaG(j) × [0, 1] → Vj , j = 1, . . . , d and random vector E =

(E1, . . . , Ed) ∈ [0, 1]d whose joint distribution Q is unconditionally Markov with respect to the
bidirected component of G, that is, for all disjoint J ,K ⊂ [d], we have

VJ 6 VK in G =⇒ EJ ⊥⊥ EK under Q . (4)

This definition is closely related to the “semi-Markovian” causal model in Pearl (2009, p. 30), but
there are some subtle distinctions. First, Pearl does not explicitly state (4) as the Markov condition
on the distribution of the noise variables and just calls the model semi-Markovian if the noises
are correlated. In another definition of semi-Markovian models, Bareinboim et al. (2022, p. 542-
543) define its causal diagram by adding a bidirected edge between Vj and Vk if the corresponding
noise variables are correlated. However, equation (4) is stronger: it further requries the pairwise
independence relationships can be combined (so the conditional independences form a compositional
semi-graphoid). Second, Pearl intends to interpret (3) as a causal model. However, to formalize
a causal models, it is not enough to consider the variables V themselves. One needs to further
consider the potential outcome of V under interventions; see Section 4 below.
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4 Causal Markov model and the nested Markov property

The nonparametric equation system gives a natural definition of potential outcomes using recursive
substitution (Pearl 2009; Richardson and Robins 2013). In this Section, we will introduce this causal
model and use it to prove that the nonparametric equation system is nested Markov as formally
stated below.

Theorem 3. For G ∈ G∗A(V ) and any product space V, we have PE(G,V) ⊆ PNM(G,V). In other
words, the implication E⇒ NM in Figure 1a holds.

4.1 The causal Markov model

Consider an ADMG G ∈ G∗A(V ) and a nonparametric equation system as given in Definition 11.
Roughly speaking, we can interpret the equations in (3) causally by requiring that those equations
still hold in an intervention that sets some of the variables to a fixed value. To formalize this
heuristic, let us first define what we mean by the causal model associated with an ADMG.

Let the random variable Vj(vI) denote the potential outcome of Vj under an intervention that
sets VI to vI , j ∈ [d], I ⊆ [d]. The potential outcome schedule is the collection of all potential
outcomes:

V (·) = (Vj(vI) : j ∈ [d], I ⊆ [d], vI ∈ VI).

Let CP(V) denote the collection of all probability distributions P on V (·) such that Vj(vI) takes
value in Vj , that is, marginVj(vI)(P) ∈ P(Vj). To avoid cluttering, we will denote paG(j) as pa(j)
below.

Definition 12 (Causal Markov model). We say P ∈ CP(V) is causal Markov with respect to
G ∈ G∗A(V ) if the following are true:

1. The potential outcomes are consistent with each other in the sense that the next event has
probability 1 under P:

Vj(vI) = Vj(vpa(j)∩I , Vpa(j)\I(vI)), for all j ∈ [d], I ⊆ [d], v ∈ V. (5)

2. The distribution of the basic potential outcomes is unconditionally Markov with respect to
the bidirected component of G, that is, for all disjoint J ,K ⊂ [d], we have

VJ 6 VK in G =⇒ VJ (v) ⊥⊥ VK(v) under P for all v ∈ V. (6)

The causal Markov model associated with G is then defined as

CP(G,V) = {P ∈ CP(V) : P is causal Markov with respect to G}.

This definition generalizes the single-world causal model introduced by Richardson and Robins
(2013) in two ways: first, the causal diagram can be an ADMG instead of just a DAG; second, this
definition does not use structural equations to define potential outcomes.

Note that the directed and bidirected edges play different epistemic roles in this definition.
The directed edges represent direct causal effects, and the bidirected edges represent exogenous
correlation. Importantly, this model does not assume that the exogenous correlations arise from
latent common causes. In the author’s opinion, this is more transparent than the approach in
Richardson, Evans, et al. (2023, Section 4.3) and implicitly taken in Pearl’s work that assumes
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a causal model with respect to some unspecified DAG expansion of the ADMG. It is difficult to
conceptualize potential outcomes of the latent variables without knowing what they are. In contrast,
the causal Markov model above only requires potential outcomes of the variables in the ADMG.

The equations in the E model (see Definition 11) give a natural definition of potential outcomes
via the following recursion:

Vj(vI) = fj(vpa(j)∩I , Vpa(j)\I(vI), Ej), j = 1, . . . , d. (7)

The distribution of the potential outcome schedule is then entirely determined by the functions
f1, . . . , fd and the distribution of the noise variables E1, . . . , Ed. This is often referred to as the
structural equation model (Pearl 2009) or structural causal model (Peters, Janzing, and Schölkopf
2017; Bareinboim et al. 2022), although the assumption on the distribution of E is not always
clearly stated. The distribution of potential outcomes defined via (7) is causal Markov with respect
to G: (5) immediately follows from (7), and (6) immediately follows from (4).8 We summarize this
observation as a Lemma.9

Lemma 1. For any G ∈ G∗A(V ) and product space V, we have PE(G,V) ⊆ marginV (CP(G,V)).

4.2 Properties of the causal Markov model

We will next introduce three key properties of the causal Markov model and use them to prove
Theorem 3. The first property, as summarized by the next Proposition, is often referred to as
“consistency of potential outcomes” in the causal inference literature.

Proposition 1. Suppose P ∈ CP(G,V) for some G ∈ G∗A(V ). Then for all disjoint VI , VI′ ⊂ V ,
we have

P(V (vI , vI′) = V (vI) | VI′(vI) = vI′) = 1, for all v ∈ V.

The second property is that the causal Markov property implies the global Markov property
at different “levels” of the potential outcomes. To formally describe this, let us generalize the
definition of single world intervention graphs (SWIGs) in Richardson and Robins (2013) from DAGs
to ADMGs. Given G ∈ G∗A(V ), let G(vI) denote the graph obtained by removing all outgoing edges
from VI (i.e. edges like VI ∗) and relabelling Vj as Vj(vI) for all Vj ∈ V .10 Let V−j denote the
complement of Vj in V and V−J denote the complement of VJ .

The next Proposition generalizes similar results for DAGs in the literature, for example, Theorem
1.4.1 in Pearl (2009) and Proposition 11 in Richardson and Robins (2013).

8Note that (4) implies more than (6): the conditional independence VJ (v) ⊥⊥ VK(v
′) | VL(v′′) is also true for all

v, v′, v′′ ∈ V that are not the same. These “cross-world” assumptions, however, are not possible to verify by any
experiment (Richardson and Robins 2013).

9Note that our definition of causal Markov model is a collection of probability distributions on the potential
outcomes schedule and does not require defining potential outcomes via structural equations. It is natural to ask if
this is indeed more general, that is, whether the reverse of Lemma 1 is true. It is observed in Richardson and Robins
(2013, p. 22) that one can use the potential outcomes to define structural equations as

fj(vpa(j), Ej) = Vj(vpa(j)), j = 1, . . . , d,

where Ej = (Vj(vpa(j)) : vpa(j) ∈ Vpa(j)) collects all basic potential outcomes for Vj . However, the range of Ej is
V

Vpa(j)

j , whose cardinality is not always the same as that of [0, 1] (i.e. the continuum). Furthermore, independence of
the “noise” in (4) does not directly follow from single-world independence of the potential outcomes in (6).

10We do not consider the “fixed vertex” vi for i ∈ I as in Richardson and Robins (2013), because we are only
interested in the distribution of V (vI) here.
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Proposition 2. Suppose P ∈ CP(G,V) for some G ∈ G∗A(V ). Then marginV (vI)(P) ∈ PGM(G(vI),V)
for all VI ⊆ V and v ∈ V.

The third property establishes the connection between fixability and causal identification. Math-
ematically speaking, causal identification refers to injectivity of the map marginV : CP(G,V) →
P(V), that is, it asks whether we can determine the distribution of the potential outcomes schedule
from the distribution of the observed outcomes. The next Proposition shows that if a vertex Vj is
fixable in G, then the distribution of V (vj) can be identified.

Proposition 3. Suppose P ∈ CP(G,V) for some G ∈ G∗A(V ). If Vj ∈ V is fixable in G, then

p(Vj(vj) = ṽj , V−j(vj) = v−j)

p(Vj = vj , V−j = v−j)
=

p(Vj = ṽj | Vmbg(j) = vmbg(j))

p(Vj = vj | Vmbg(j) = vmbg(j))
, for all v ∈ V and v∗j ∈ Vj . (8)

The proof of Propositions 1 to 3 can be found in the Appendix.

4.3 Proof of Theorem 3

Next, we use the above properties of the causal Markov model to prove Theorem 3.
Consider any PV ∈ PE(G,V). By Lemma 1, there exists P ∈ CP(G,V) such that marginV (P) =

PV . Consider any fixable vertex Vj in G. By rewritting equation (8) in Proposition 3 as

p(Vj(vj) = ṽj , V−j(vj) = v−j) = (doVj=vj (pV ))(v−j) · p(Vj = ṽj | Vmbg(j) = vmbg(j)),

we find, after marginalizing out ṽj , that

p(V−j(vj) = v−j) = (doVj=vj (pV ))(v−j).

By using Proposition 2 and the fact that the subgraph of G(vI) on V−j(vI) is isomorphic to the
subgraph of G on V−j , this shows that

doVj=vj (PV ) = marginV−j(vj)(P) ∈ PGM(marginV−j(vj)(G(vj)),V−j) = PGM(doVj (G),doVj (V)).

By applying this argument repeatedly, we see that, for any fixable sequence VJ and vJ ∈ VJ ,

doVJ=vJ (PV ) = marginV−J (vJ )(P) ∈ PGM(doVJ (G), doVJ (V)). (9)

This shows that PV ∈ PNM(G,V) and completes our proof of Theorem 3.
Note that (9) immediately implies that the order of fixing does not matter, that is, when fixing

is applied sequentially for two different fixable permutations of the same subset of variables, the
results are the same.

5 Conclusion and discussion

The conclusion of this article can be summarized in one simple sentence:

Use ADMGs, not DAGs, for agnostic causal inference.
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Of course, it is not new to use ADMGs for causal inference. After all, Wright (1934) have used
them nearly a century ago because two types of edges are needed to describe two different types
of dependence (causal and statistical correlation) in a linear structural equation model, and this
tradition is kept in social science; see e.g. Bollen (1989) and the popular LISREL software (Jöreskog
and Sörbom 2018). Moreover, ADMGs are used in the groundbreaking do-calculus (Pearl 1995,
2009) and the ID algorithm for causal identification (Tian and Pearl 2002; Richardson, Evans, et al.
2023). But the point here is different: we believe that causal inference can and should be entirely
based on ADMGs.

We next break down the supporting arguments for this conclusion into theoretical and practical
considerations.

Theoretically, as is argued in this article, the ADMG-based E/NE model is more “natural”
than the DAG-based CE model. Both of them are complete (with respect to unconfounded graph
expansions) in the sense given in Definition 2, but the E/NE model is more natural in unconfounded
graphs as shown by applying the Equivalence argument to Figure 1b. In particular, although most
statisticians will agree that the unconditional Markov (UM) model is too large to be interesting,
the CE model does not show superiority over the UM model through the lens of Theorems 1 and 2:

1. Both of the CE and UM models are complete with respect to unconfounded graph expansions;
2. The CE model is equivalent to GM and many other models in DAGs, while the UM model is

equivalent to GM and many other models in bidirected graphs.

Thus, by commiting to the CE model and a DAG-based theory for causality, one dismisses the class
of bidirected graphs as an interesting primitive object to study. This commitment results in many
complicated inequality constraints on the probability distribution that are difficult to characterize
(Fritz 2012; Evans 2016).

Practically, using ADMGs instead of DAGs (with possible latent variables) allow applied statisti-
cians to focus on the variables being investigated and the variables that can potentially be measured
in their study. Moreover, practitioners do not need to justify why any bidirected edge is assumed
in the graph, because exactly why two variables are exogenously correlated is not crucial for causal
identification (through the do-calculus or ID algorithm). Rather, practitioners should focus on
defending the lack of bidirected or directed edges between some variables, which is why causal iden-
tification is possible. By using ADMGs and drawing bidirected edges, practitioners are instinctively
encouraged to think about the missing bidirected edges. For example, this approach is taken in Guo
and Zhao (2023) who develop a new procedure for confounder selection by iteratively expanding
possible bidirected edges in the graph.

Of course, when there are good reasons to believe two variables have a common cause, practi-
tioners are still encouraged to include it in the graph even if the common cause cannot be measured.
Latent mixture models can still be used if they are deemed reasonable for the specific problem, and
alternative identification strategies such as those using proxies of the unmeasured common causes
remain useful (see e.g. Tchetgen et al. 2024). Moreover, the E/NE model is really just a small
modification of the CE model: it is not hard to show that they are equivalent when the bidirected
edges can be partitioned into multiple cliques.

So what is all the fuss about? What the article really criticizes is the following interpretation of
ADMGs that is commonly found in verbal communications about causal graphs:

ADMG is just a convenient shortcut to represent some unspecified large causal DAG
that generate the data.
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This interpretation is mathematically unnecessary to define a structural causal model, makes ob-
scure ontological assumptions, and tends to discourage practitioners from deliberating over the real
assumptions in the graph (i.e. missing edges).

There are some important open problems to consider in future work. First, it would be interest-
ing to understand the inequality constraints implied by the E/NE model, in addition to the equality
constraints in the nested Markov model. Second, ADMG can also be used to describe quantum
mechanics models, which are also submodels of the nested Markov model (Navascués and Wolfe
2020). A quick investigation shows that the E/NE model does not contain nor is constainted by
the quantum mechanics model: the E/NE model has a more relaxed interpretation of bidirected
graphs but a local interpretation of directed edges. It would be interesting to study their relations
further and consider super-models that contain both of them. Third, many modern causal inference
methods use graphical diagrams to identify the causal estimands of interest and then estimate those
parameters using influence-function based methods. These methods typically require pathwise dif-
ferentiability of the estimands within the model, and it would be interesting to study that for the
E/NE model defined here.
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A Technical proofs

A.1 Proof of Theorem 1

As mentioned previously, many implications and equivalences in Figure 1 are already proved the
literature. We will identify the new claims and then prove them in a sequence of Lemmas.

Relations in Figure 1a: it follows from the definition that PE ⇒ CE, E ⇒ NE, NM ⇒ GM ⇒
UM. It is shown in Richardson (2003, Theorem 2) that LM⇔ GM⇔ A and in Richardson, Evans,
et al. (2023, Theorem 46) that CE⇒ NM. In Lemma 6 in the main text, it is shown that CE⇒ NE.
It follows from Lemma 5 below that NE⇒ E and from Theorem 3 in the main text that E⇒ NM.

Relations in Figure 1b: it follows from Lemmas 2 to 4 below that E ⇔ EF ⇔ GM and GM ⇔
NM. The rest of the relations follow from Figure 1a.

Relations in Figure 1c: it is shown in Lauritzen (1996, Theorem 3.27) that GM⇔ F (although
there is a gap in the proof of Lauritzen (1996, Proposition 3.25); see the remark after Richardson
(2003, Corollary 2)). By definition, expandP(G) = G because a DAG has no bidirected edges (recall
that we do not consider bidirected loops). So, by definition, PE⇔ GM. The rest of the equivalences
and implications follow from Figure 1b (because DAGs are unconfounded).

Relations in Figure 1d: it is shown in Richardson (2003, Theorem 3) that GM ⇔ UM. The
rest of the equivalences and implications follow from Figure 1b (because bidirected graphs are
unconfounded).

It remains to show that the relations in Figure 1 are “tight” in the sense that when the two
models are not connected by⇔ in Figure 1, there exists some graph in the corresponding class such
that the models are not equal. It suffices to consider the following cases:

1. WhenG is a DAG, UM⇒ GM is not always true. For example, consider the graph A B
C, for which the GM model contains the additional conditional independence A ⊥⊥ C | B.

2. When G is bidirected, GM ⇒ CE and CE ⇒ PE are not always true. This is closely related
to Bell’s inequalities in quantum mechanics; see Fritz (2012) for some examples.

3. When G is an ADMG, GM⇒ NM is generally not true. A well known example is the “Verma
constraint” (Verma and Pearl 1990; Richardson, Evans, et al. 2023).

4. When G is an ADMG, NM ⇒ NE is generally not true. This is because NM only contains
equality constraints and latent variable models such as the E model may contain inequality
constraints. A well known example is the Balke-Pearl bound for the instrumental variable
graph (Balke and Pearl 1997).

Proof of new claims

Lemma 2. For G ∈ G∗UA(V ) and any product space V, we have PE(G,V) = PEF(G,V).

Proof. Let E ⊆ V denote a set of exogenous vertices in G. It follows from the definition that
PE(G,V) ⊆ PEF(G,V). For the reverse, consider P ∈ PEF(G,V), so

p(V = v) = p(E = e)
∏
Vj 6∈E

p(Vj = vj | Vpa(j) = vpa(j)),

where p is the density function of P and pa(j) is the parent set of Vj in G. For any j = 1, . . . , d
such that Vj 6∈ E, define E′j = P(Vj | Vpa(j)), where P(vj | vpa(j))) is the conditional cumulative
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distribution function of Vj at vj given Vpa(j) = vpa(j). Thus

Vj =

{
Qj(E

′
j | Vpa(j)), if Vj 6∈ E,

Ej , otherwise,

where Qj(· | vpa(j)) is the conditional quantile function of Vj given Vpa(j) = vpa(j). Thus, V satisfies
a system of equations with respect to G. Using the equivalence of GM and UM for bidirected
graphs, it is easy to verify that the distribution of the noise variables in the system is global Markov
with respect to the bidirected component of G because it factorizes as

p(E = e)
∏
Vj 6∈E

p(E′j = e′j).

This shows that P ∈ PE(G,V) and hence PEF(G,V) ⊆ PE(G,V).

Lemma 3. For G ∈ G∗UA(V ) and any product space V, we have PEF(G,V) = PGM(G,V).

Proof. By considering a topological order≺ forG with the exogenous vertices being the smallest, it is
straightforward to show that the ordered local Markov property implies the exogenous factorization
property. Hence PGM(G,V) = PLM(G,V) ⊆ PEF(G,V).

We next prove the reverse direction by using the augmentation criterion. Let E ⊆ V denote
a set of exogenous vertices in G; suppose E = VE where E ⊆ [d]. It is easy to see that if P ∈
PEF(G,V), then P factorizes according to augment(G) (the factorization property with respect to
the augmentation graph, which is undirected, means that the density function p can be written as a
product of terms that depend on the undirected cliques of the graph). By the Hammersley-Clifford
theorem (Lauritzen 1996, p. 36), we have P ∈ PGM(augment(G),V). Now consider any J ⊆ [d]
such that J = VJ is ancestral. For P ∈ PEF(G,V), the joint density function can be factorized as

p(v) = p(vE∩J ) p(vE\J | vE∩J )
∏

j∈J\E

p(vj | vpa(j))
∏

j 6∈J∪E
p(vj | vpa(j)).

By noting that all variables in the third term must belong to the ancestral set VJ , it is easy to see
that

p(vJ ) = p(vE∩J )
∏

j∈J\E

p(vj | vpa(j)).

Recall that the ancestral margin of an ADMG is simply its corresponding subgraph. This shows
that marginJ(P) ∈ PEF(marginJ(G),marginJ(V)), and by the same argument above,

marginJ(P) ∈ PGM(augment ◦marginJ(G),marginJ(V)).

Therefore, P ∈ PA(G,V) and hence PEF(G,V) ⊆ PA(G,V) = PGM(G,V).

Lemma 4. For G ∈ G∗UA(V ) and any product space V, we have PNM(G,V) = PGM(G,V).

Proof. The fact that PNM(G,V) ⊆ PGM(G,V) follows from the definition. The reverse direction
is implied by Lemma 3 and PEF(G,V) ⊆ PNM(G,V), which we prove next. Consider any P ∈
PEF(G,V). Because G is unconfounded, it is easy to see that every vertex Vj ∈ V is fixable. Thus,
it suffices to show that

doVj=vj (P) ∈ PEF(doVj (G), doVj (V)), for all Vj ∈ V, (10)

23



which implies that doVj=vj (P) is global Markov with respect to doVj (G) by Lemma 3. By applying
this result recursively, we find that doJ(P) is global Markov with respect to doJ(G) for all J ⊆ V .

Next we prove the claim in (10). When Vj is exogenous (i.e. Vj ∈ E = VE), we can factorize the
density function of P as

p(v) = p(vE\{j}) p(vj | vE\{j})
∏

Vk∈V \E

p(vk | vpa(k)).

It is easy to see that the Markov background of Vj is the district containing Vj :

mbgG(Vj) = {Vk ∈ V : Vk ∗ Vj} = mbG(Vj , E).

Therefore, p(vj | vmbgG(j)) = p(vj | vE\{j}) and the operator doVj=vj maps p to

p(vE\{j})
∏

Vk∈V \E

p(vk | vpa(k)),

which satisfies the exogenous factorization property with respect to doVj (G), the subgraph that
removes Vj . (Note that although vj may appear in the second product, this is still a density
function of V−j because vj is fixed.) We are left with the case that Vj is endogenous (i.e. Vj 6∈ E).
In this case, the Markov background of Vj is simply the parent set of Vj , so the operator doVj=vj

maps p to
p(vE)

∏
Vk∈V \E\Vj

p(vk | vpa(k)),

which, again, satisfies the exogenous factorization property with respect to doVj (G).

Lemma 5. For G ∈ G∗A(V ) and any product space V, we have PNE(G,V) ⊆ PE(G,V).

Proof. We first consider the case that all random variables are real-valued (so Vj ⊆ R) and any
distribution P ∈ PNE(G,V) on V . By definition, there exists a distribution P′ on (V,E) such that
P′ ∈ PGM

(
G′,V×[0, 1]|V |

)
forG′ = expandN(G) andmarginV (P

′) = P. BecauseG′ is unconfounded,
P′ must satisfy the exogenous factorization property (Lemma 3):

p′(V = v | E = e) =

d∏
j=1

p′(Vj = vj | Vpa(j) = vpa(j), Ej = ej),

where pa(j) = paG(j) contains indicies for the parents of Vj in G and the marginal distribution of
E is global Markov with respect to the bidirected component of G. Let P′(vj | vpa(j), ej) denote
the conditional cumulative distribution function of Vj given Vpa(j) = vpa(j) and Ej = ej , and let
Q′(· | vpa(j), ej) denote the associated conditional quantile function. Let E′1, . . . , E′d be independent
uniform random variables over [0, 1] and let V ′ = (V ′1 , . . . , V

′
d) be defined recursively by

V ′j = Q′(E′j | V ′pa(j), Ej), j = 1, . . . , d.

Using the Galois connections for the distribution and quantile functions (i.e. Q(e) ≤ v if and only if
e ≤ P(v) for any pair of distribution and quantile functions (P,Q) and e ∈ [0, 1], v ∈ R), it is easy
to show that V ′ has the same distribution P as V . Let h : [0, 1]× [0, 1]→ [0, 1] be any (measurable)
bijection.11 It is obvious that V ′j is a function of V ′pa(j) and h(Ej , E

′
j), and the distribution of

11One simple construction is to alternate between the digits in the binary expansion of the two arguments.
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h(E1, E
′
1), . . . , h(Ed, E

′
d) is global Markov with respect to the bidirected component of G. Thus

P ∈ PE(G,V).
For general V1, . . . ,Vd, the above argument can be easily extended by introducing an order on

the entries of Vj ∈ V (if Vj is indeed multivariate) and applying the conditional quantile transform
recursively according to that order.

Lemma 6. For G ∈ G∗A(V ) and any product space V, we have PCE(G,V) ⊆ PNE(G,V).

Proof. Consider P ∈ PCE(G,V) and let G′ = expandC(G). By definition, there exists a distribution
P′ ∈ PGM(G′,V × [0, 1]|C(G)|) on V and EJ ,J ∈ C(G) such that P = marginV (P

′). Because G′ is
unconfounded, P′ must satisfy the exogenous factorization property (Lemma 3):

p′(V = v | E = e) =
d∏

j=1

p′(Vj = vj | Vpa(j) = vpa(j), Ẽj = ẽj),

where pa(j) is the parent set of Vj in G and Ẽj = (EJ : J ∈ C(G), j ∈ J ) collects latent variables
in G′ with a directed edge to Vj . It is easy to see that the distribution of (Ẽ1, . . . , Ẽd) is global
Markov with respect to the bidirected component of G. Let hj be a (measurable) bijection that maps
[0, 1]|Ẽj | to [0, 1]. Thus, the distribution of (V1, . . . , Vd, h1(Ẽ1), . . . , hd(Ẽd)) satisfies the exogenous
factorization property (and thus the global Markov property by Lemma 3) with respect to the noise
expansion graph expandN(G). This shows that P ∈ PNE(G,V).

A.2 Proof of Theorem 2

For G ∈ G∗A(V ), let the collection of all unconfounded expansions of G be denoted as

expandU(G) =
⋃

V ′⊃V
{G′ ∈ G∗UA(V

′) : marginV (G
′) = G}.

Equation (2) can then be rewritten as

P(G) =
⋃

G′∈expandU(G)

marginV

(
P(G′,V× [0, 1]|V (G′)|−|V |)

)
,

where V (G′) is the vertex set of G′.

E/NE is complete

We first show that the E model (which is equivalent to NE by Figure 1a) is complete by proving
the next result.

Proposition 4. For any G ∈ G∗A(V ), |V | = d, and product space V = V1 × · · · × Vd, we have

PE(G,V) = marginV

(
PE

(
expandN(G),V× [0, 1]|V |

))
=

⋃
G′∈expandU(G)

marginV

(
PE

(
G′,V× [0, 1]|V (G′)|−|V |

))
=

⋃
G′∈expand(G)

marginV

(
PE

(
G′,V× [0, 1]|V (G′)|−|V |

))
.
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Proof. We have

PE(G,V) ⊆marginV (PEF(expandN(G),V× [0, 1]|V |)) (By definition)

=marginV (PE(expandN(G),V× [0, 1]|V |)) (By Theorem 1)

⊆
⋃

G′∈expandU(G)

marginV (PE(G
′,V× [0, 1]|V (G′)|−|V |)) (By definition)

⊆
⋃

G′∈expand(G)

marginV (PE(G
′,V× [0, 1]|V (G′)|−|V |)). (By definition)

It remains to prove that PE(G,V) ⊇ marginV (PE(G
′,V× [0, 1]|V (G′)|−|V |)) for all G′ ∈ expand(G).

This follows from Lemma 7 below.

Lemma 7. For all G ∈ G∗A(V ) and Ṽ ⊆ V that takes value in the subspace Ṽ ⊆ V, we have

marginṼ (PE(G,V)) ⊆ PE(marginṼ (G), Ṽ). (11)

Proof. Because marginalization is associative, it suffices to prove this for Ṽ = V \ {Vj} for all
Vj ∈ V . Consider P ∈ PE(G,V), so V satisfy the equations in (3) and E satisfies (4). We need to
show that marginṼ (P) ∈ PE(marginṼ (G, Ṽ)).

Consider the following modifications of the equations:

Vk =

{
fk(Vpa(k), Ek), if k 6∈ ch(j) and k 6= j,

fk(Vpa(k)\{j}, fj(Vpa(j), Ej), Ek), if k ∈ ch(j),
(12)

where Vpa(k) is the set of parents of Vk and Vch(j) is the set of children of Vj in G. In words, we
eliminate Vj by plugging Vj = fj(Vpa(j), Ej) in all the equations for the children of Vj in G. We
claim that this results in a nonparametric system with respect to G̃ = marginṼ (G):

Vk = f̃k(VpaG̃(k), Ẽk), k 6= j, (13)

where paG̃(k) is the parent of k in G̃,

Ẽk =

{
Ek, if k 6∈ ch(j) and k 6= j,

g(Ek, Ej), if k ∈ ch(j),

and g is any bi-measurable12 bijective map from [0, 1]2 to [0, 1] (for example, g can be defined by
interlacing the decimal expansions of its two arguments). To see this, marginalizing out Vj in G
introduces the directed edges Vpa(j) Vch(j), which are respected in the modified equations. Thus,
the right hand side of (13) collects all the variables on the right hand side of (12). It remains to
prove that Ẽ obeys the global Markov property with respect to the bidirected component of G̃.

Consider disjoint J,K,L ⊂ Ṽ such that

not J ∗ K | L in G̃. (14)

Because all bidirected edges in G between vertices in Ṽ are contained in G̃, it follows that

not J ∗ K | L in G . (15)
12Meaning both g and its inverse are measurable.
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Let J = VJ ,K = VK, L = VL. It follows from the Markov property of E that

EJ ⊥⊥ EK | EL. (16)

By construction,

ẼJ =

{
EJ , ifJ ∩ ch(j) = ∅,
h(EJ ∪{j}), ifJ ∩ ch(j) 6= ∅,

where h is some bijective map and similarly for ẼK and ẼL. We prove ẼJ ⊥⊥ ẼK | ẼL by considering
the following cases:

1. J ∩ ch(j) = K∩ ch(j) = L∩ ch(j) = ∅. The desired conclusion immediately follows from (16).
2. J ∩ ch(j) 6= ∅, K∩ ch(j) = L∩ ch(j) = ∅. We claim that

not Vj ∗ K | L, J in G,

otherwise there exists a walk like J Vj ∗ K | L, J in G that marginalizes to
J ∗ K | L, J in G̃, which contradicts (14). By the Markov property of E, we have

Ej ⊥⊥ EK | EL, EJ .

By (16) and the chain rule for conditional independence, we obtain EJ ∪{j} ⊥⊥ EK | EL.
3. J ∩ ch(j) 6= ∅, K∩ ch(j) = ∅, L∩ ch(j) 6= ∅. We claim that

not J ∗ K | L, Vj in G .

If this not true, there exists a walk like J ∗ Vj ∗ K | L in G because of (15).
Thus, we have J Vj ∗ K | L in G, which, after marginalization, contradicts (14).
It follows from the above claim that EJ ⊥⊥ EK | EL∪{j} and hence EJ ∪{j} ⊥⊥ EK | EL∪{j}.

4. J ∩ ch(j) = ∅, K∩ ch(j) 6= ∅. This is symmetric to the last two cases.
5. J ∩ ch(j) 6= ∅, K∩ ch(j) 6= ∅. This is not possible, because the confounding arc J Vj

Vj K in G implies J K in G̃, which contradicts (14).

This completes our proof of (17).

Clique expansion is complete

Next, we prove that the CE model for ADMGs is the completion of the CE model for unconfounded
graphs.

Proposition 5. For any G ∈ G∗A(V ), |V | = d, and product space V = V1 × · · · × Vd, we have

PCE(G,V) = marginV

(
PCE

(
expandC(G),V× [0, 1]|V |

))
=

⋃
G′∈expandU(G)

marginV

(
PCE

(
G′,V× [0, 1]|V (G′)|−|V |

))
=

⋃
G′∈expand(G)

marginV

(
PCE

(
G′,V× [0, 1]|V (G′)|−|V |

))
.
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Proof. The proof is similar to that of Proposition 4. Recall that expandC(G) is always a DAG. We
have

PCE(G,V) =marginV (PGM(expandC(G),V× [0, 1]|V |)) (By definition)

=marginV (PCE(expandC(G),V× [0, 1]|V |)) (By Theorem 1)

⊆
⋃

G′∈expandU(G)

marginV (PCE(G
′,V× [0, 1]|V (G′)|−|V |)) (By definition)

⊆
⋃

G′∈expand(G)

marginV (PCE(G
′,V× [0, 1]|V (G′)|−|V |)). (By definition)

The reverse direction follows from Lemma 8 below.

Lemma 8. For all G ∈ G∗A(V ) and Ṽ ⊆ V that takes value in the subspace Ṽ ⊆ V, we have

marginṼ (PCE(G,V)) ⊆ PCE(marginṼ (G), Ṽ). (17)

Proof. Similar to the proof of Lemma 7, it suffices to prove this for Ṽ = V \ {Vj} for all Vj ∈ V .
Let G̃ = marginṼ (G).

Let P ∈ PCE(G,V), so by definition, there exists P′ ∈ PGM(expandC(G),V × [0, 1]|C(G)|) such
that P = marginV (P

′). Because expandC(G) is a DAG, this means that P′ is also a nonparametric
system of equations (by Theorem 1), that is

Vk = fk(VpaG(k), Ck), k = 1, . . . , d

for some functions f1, . . . , fd, Ck = (EJ : k ∈ J ∈ C(G)), and EJ ,J ∈ C(G) are independent
random variables over [0, 1] under P′. We would like to show that marginṼ (P

′) ∈ PCE(G̃, Ṽ), which
requires us to rewrite the equations as

Vk = f̃k(VpaG̃(k), C̃k), k 6= j, (18)

where paG̃(k) is the parent of k in G̃, C̃k = (ẼJ̃ : k ∈ J̃ ∈ C(G̃)), and ẼJ̃ , J̃ ∈ C(G̃) are
independent.

It is not difficult to see that

1. Any bidirected clique in G that does not contain Vj remains a bidirected clique in G̃. That is,
for any J ∈ C(G) such that j 6∈ J , we have J ∈ C(G̃). In this case, define ẼJ = EJ (unless
it is redefined below).

2. Any bidirected clique in G that contains Vj , after removing Vj and adding VchG(j), is a bidi-
rected clique in G̃. That is, for any J ∈ C(G) such that j ∈ J , we have J̃ = J \{j}∪chG(j) ∈
C(G̃). In this case, define

ẼJ̃ =

{
EJ , if J̃ 6∈ C(G),

gJ (EJ , EJ̃ ), if J̃ ∈ C(G) (this redefines the variable),

where gJ is an appropriate bijection from its domain to [0, 1].
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V1

V2 V3

V4

V5 V6

(a) Cliques: 1, 2, 3, 4, 5, 6, 12, 13, 24, 45.

V1

V2 V3

V5 V6

(b) Cliques: 1, 2, 3, 5, 6, 12, 13, 23, 26, 35,
36, 56, 123, 236, 356.

Figure 4: Marginalization can create many new cliques.

There may be other cliques in G̃, but we do not need to consider them and will set the corresponding
Ẽ variable to be 0. See Example 1 below.

It is easy to see that ẼJ̃ , J ∈ C(G̃) are independent because each variable EJ appears in exactly
one ẼJ̃ . Now we prove that (18) is true. Similar to the proof of Lemma 7, we eliminate Vj by
plugging its equation in all the equations for the children of Vj , so

Vk =

{
fk(VpaG(k), Ck), if k 6∈ chG(j) and k 6= j,

fk(VpaG(k)\{j}, fj(Vpa(j), Cj), Ck), if k ∈ chG(j),

Let us first prove (18) for k 6∈ chG(j), so paG̃(k) = paG(k). It suffices to show that every term in
EJ ∈ Ck (so k ∈ J ∈ C(G)) shows up in C̃k. This is true because

1. If j 6∈ J , then EJ is contained in ẼJ ∈ C̃k by construction;
2. If j ∈ J , then EJ is contained in ẼJ̃ for J̃ = J \{j}∪ chG(j) (it is easy to check that k ∈ J̃

and J̃ ∈ C(G̃) so ẼJ̃ ∈ C̃k).

Next us first prove (18) for k ∈ chG(j), so paG̃(k) = paG(k) \ {j} ∪ paG(j). It suffices to show that
every term EJ ∈ Cj ∪Ck appears on the right hand side of (18). If EJ ∈ Ck the same argument as
above (for k 6∈ chG(j)) applies. If EJ ∈ Cj (so j ∈ J ), we can use the second argument as above
(note that k ∈ J̃ is still true because k ∈ chG(j)).

Example 1. As an example to illustrate this proof, let G be the graph in Figure 4a, so the nonpara-
metric equation system for the clique expansion graph is given by

V1 = f1(E1, E12, E13) = f̃1(Ẽ1, Ẽ12, Ẽ13, Ẽ123),

V2 = f2(E2, E12, E24) = f̃2(Ẽ2, Ẽ12, Ẽ23, Ẽ24, Ẽ123, Ẽ236),

V3 = f3(f4(E4, E24, E45), E3, E13) = f̃3(Ẽ3, Ẽ13, Ẽ23, Ẽ35, Ẽ36, Ẽ123, Ẽ236, Ẽ356),

V5 = f5(E5, E45) = f̃5(Ẽ5, Ẽ35, Ẽ56, Ẽ356),

V6 = f6(f4(E4, E24, E45), E6) = f̃6(Ẽ6, Ẽ26, Ẽ36, Ẽ56, Ẽ236, Ẽ356),

where Ẽ· = E· for · ∈ {1, 2, 3, 5, 6, 12, 13}, Ẽ35 = E4, Ẽ236 = E24, Ẽ356 = E45, and Ẽ· = 0 for
· ∈ {23, 24, 26, 35, 36, 123}.
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UM is complete

Let us first consider an example.

Example 2. Consider the instrumental variable graph

Z X Y

and its clique expansion
EXY

Z X Y

The UM model for the instrumental variable graph contains all probability distributions of (Z,X, Y )
because they are all connected by arcs. On the other hand, it is well known that a latent variable
interpretation of this graph imposes inequality constraints (Balke and Pearl 1997). However, this
implicitly assumes the usual interpretation of DAGs (e.g. factorization, global Markov, or any of their
equivalences in Figure 1c), which contains all distributions of (Z,X, Y,EXY ) such that Z ⊥⊥ EXY

and Y ⊥⊥ Z | X,EXY . In contrast, the UM model contains all distributions of (Z,X, Y,EXY ) such
that EXY ⊥⊥ Z, which impose no constraint on the marginal distribution of (Z,X, Y ).

We now prove that the UM model is complete with respect to unconfounded graph expansions.
First, we show

PUM(G) ⊆
⋃

G′∈expandU(G)

marginV (PUM(G′))

with an almost trivial construction. Consider any P ∈ PUM(G) with density function p(v). Consider
the clique expansion of G and the density function

p′(v, e) = p(v) q(e),

where q is density function of the uniform distribution over [0, 1]|C(G)| (so q(e) = 1 for all e). It is
obvious that p′ marginalizes to p, and p′ satisfies the unconditional Markov property with respect
to the clique expansion graph.

The reverse direction follows from the fact that marginalization preserves m-connection. That
is, for disjoint J,K ⊆ V ⊆ V ′ and graphs G ∈ G∗A(V ),G′ ∈ G∗A(V ′), if marginV (G

′) = G, then
J K in G if and only if J K in G′ (see, for example, Guo and Zhao 2023, Theorem 2).

Other ADMG models are not complete

Because the E model is equivalent to the NM, LM, GM, and A models when the graph is uncon-
founded, by Proposition 4, the corresponding model for general ADMGs as defined by (2) is also the
E model. By Theorem 1, the E model is different from the NM, LM, GM, and A models for general
ADMGs. Thus, the NM, LM, GM, and A models are not complete with respect to unconfounded
graph expansions.

It remains to show that PE is not complete. Consider the “bidirected 3-loop” with edges A B,
B C, and C A. If the PE model is complete, it should contain the (A,B,C)-marginal of
the DAG with edges U A, U B, U C, which places no restrictions on the distribution of
(A,B,C). However, the PE model has some inequality constraints; see Fritz (2012, Example 2.11).
So the PE model is “too small”.
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A.3 Proof of Proposition 1

Suppose VI′(vI) = vI′ . Consider any Vj ∈ V . It follows from (5) that

Vj(vI , vI′) = Vj(vpa(j)∩I , vpa(j)∩I′ , Vpa(j)\(I ∪I′)(vI , vI′))

and

Vj(vI) = Vj(vpa(j)∩I , Vpa(j)∩I′(vI), Vpa(j)\(I ∪I′)(vI))

= Vj(vpa(j)∩I , vpa(j)∩I′ , Vpa(j)\(I ∪I′)(vI)).

Thus, it suffices to show that, if pa(j) \ (I ∪I ′) is not empty,

Vpa(j)\(I ∪I′)(vI , vI′) = Vpa(j)\(I ∪I′)(vI).

The proof can then be completed by an induction argument.

A.4 Proof of Proposition 2

Consider G ∈ G∗A(V ) and P ∈ CP(G,V). Because G is acyclic, for any VI ⊂ V , there always
exists Vj 6∈ VI such that deG(Vj) ⊆ VI . By the definition of causal Markov model and in particular
(6), marginV (v)(P) ∈ PGM(G(V (v)),V). Proposition 2 then follows from repeatedly applying the
following result.

Lemma 9 (Recursive substitution preserves global Markov property). Consider any VI ⊂ V and
Vj 6∈ VI such that deG(Vj) ⊆ VI . Let I ′ = I ∪{j}. If marginV (vI′ )

(P) ∈ PGM(G(vI′),V), then
marginV (vI)(P) ∈ PGM(G(vI),V)

We will abbreviate chG(Vj) as ch(Vj) below. The following observations will be useful in our
proof of Lemma 9:

(i) We have Vk(vI) = Vk(vI′) for any Vk 6∈ ch(Vj).
(ii) G(vI) has all the edges in G(vI′) (after relabeling the vertices using Vk(vI′) 7→ Vk(vI)) and

additionally the edges Vj(vI) Vch(j)(vI).
(iii) It follows from the previous observation that any m-separation in G(vI) also holds G(vI′)

(after relabeling the vertices using Vk(vI′) 7→ Vk(vI)).
(iv) There are no edges like Vch(j)(vI) ∗ (as Vch(j) ⊆ VI by assumption).

To prove Lemma 9, it suffices to show that for all disjoint VK, VL, VM ⊂ V ,

not VK(vI) ∗ VL(vI) | VM(vI) in G(vI) =⇒ VK(vI) ⊥⊥ VL(vI) | VM(vI) under P . (19)

We will prove (19) by considering two separate cases.

Lemma 10. Under the assumptions in Lemma 9, the implication in (19) is true if Vj ∈ VK ∪ VL.

Proof. By symmetry, it suffices to prove (19) when Vj ∈ VL. First, we claim that the m-separation
in (19) implies

not VK(vI) ∗ VL(vI), VM∩ ch(j)(vI) | VM\ ch(j)(vI) in G(vI). (20)
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We prove this claim by contradiction. Suppose (20) is not true, so there exists Vm ∈ VL ∪ VM∩ch(j)
such that

VK(vI) ∗ Vm(vI) | VM\ ch(j)(vI) in G(vI).

First, note that by observation (iv), if a vertex in Vch(j)(vI) is a non-endpoint in a walk, it is
a collider. Thus, Vm ∈ VM∩ch(j) (the Vm ∈ VL case gives an immediate contradiction with the
m-separation in (19)). Again, by using observation (iv) and the fact that Vch(j)(vI) can only be
colliders, we know

VK(vI) ∗ Vm(vI) | VM\{m}(vI) in G(vI).

Because m ∈ ch(j), this shows

VK(vI) ∗ Vm(vI) Vj(vI) | VM(vI) in G(vI).

This again contradicts the m-separation in (19).
Using observation (iii), (20) implies that

not VK(vI′) ∗ VL(vI′), VM∩ ch(j)(vI′) | VM\ ch(j)(vI′) in G(vI′)

So by the global Markov property of marginV (vI′ )
(P), we have

VK(vI′) ⊥⊥ VL(vI′), VM∩ ch(j)(vI′) | VM\ ch(j)(vI′) under P . (21)

Next we show that the same conditional independence for potential outcomes under vI is also true.
We have, for any ṽ ∈ V,

p(VK(vI) = ṽK | VL(vI) = ṽL, VM∩ ch(j)(vI) = ṽM∩ ch(j), VM\ ch(j)(vI) = ṽM\ ch(j))

= p(VK(vI , ṽj) = ṽK | VL(vI , ṽj) = ṽL, VM∩ ch(j)(vI , ṽj) = ṽM∩ ch(j), VM\ ch(j)(vI , ṽj) = ṽM\ ch(j))

= p(VK(vI , ṽj) = ṽK | VM\ ch(j)(vI , ṽj) = ṽM\ ch(j))

= p(VK(vI) = ṽK | VM\ ch(j)(vI) = ṽM\ ch(j)),

the first equality follows from consistency of potential outcomes (Proposition 1) and the assumption
that Vj ∈ VL, the secone equality follows from (21), and the last equality follows from observation
(i) (the m-separation in (19) implies that Vj(vI) 6 VK(vI)). This shows that

VK(vI) ⊥⊥ VL(vI), VM∩ ch(j)(vI) | VM\ ch(j)(vI) under P,

which immediately implies the conditional independence in (19) by the weak union property of
conditional independence.

Lemma 11. Under the assumptions in Lemma 9, the implication in (19) is true if Vj 6∈ VK ∪ VL.

Proof. If Vj 6 VK ∪ VL ∪ VM, then the implication in (19) immediately follows from the global
Markov property of marginV (vI′ )

(P) and observation (i). We now assume Vj VK ∪ VL ∪ VM.
We claim that

not VK(vI) ∗ VL(vI) | VM(vI), Vj(vI), (22)

Otherwise, we have
VK(vI) ∗ Vj(vI) ∗ VL(vI) | VM(vI),

By appending the edge Vj VK ∪ VL ∪ VM, this leads to a contradiction with the m-separation in
(19).
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Further, we claim that

not VK(vI) ∗ Vj(vI) | VM(vI) or not VL(vI) ∗ Vj(vI) | VM(vI).

Otherwise, we have
VK(vI) ∗ Vj(vI) ∗ VL(vI) | VM(vI).

The case where Vj(vI) is a collider already shown to be impossible above. In the other case, all
Vj(vI) in this walk are not colliders and it contradicts (22).

Without loss of generality, let us assume

not VK(vI) ∗ Vj(vI) | VM(vI).

By composing this with the m-separation in (19), we obtain

not VK(vI) ∗ VL∪{j}(vI) | VM(vI).

It follows from Lemma 10 that

VK(vI) ⊥⊥ VL∪{j}(vI) | VM(vI),

which implies the conditional independence in (19).

A.5 Proof of Proposition 3

Let us first prove the following graphical result.

Lemma 12. A vertex Vj ∈ V is fixable in G ∈ G∗A(V ) if and only if

not Vj(vj) ∗ VdeG(j)(vj) | VndG(j)(vj) in G(vj), (23)

where ndG(j) = [d] \ {j} \ deG(j) collects the indicies of the non-descendants of Vj in G.

Proof. Because Vj(vj), Vde(j)(vj), and Vnd(j)(vj) gives a partition of the vertex set of G(vj), the
m-separation in (23) is equivalent to

not Vj(vj) ∗ Vde(j)(vj) | Vnd(j)(vj) in G(vj),

which is further equivalent to

not Vj(vj) ∗ Vde(j)(vj) | Vnd(j)(vj) in G(vj)

because Vj(vj) has no children and acyclicity of G (so Vde(j)(vj) 6 Vj(vj), Vnd(j)(vj)). By the
definition of G(vj), the last condition is equivalent to

not Vj ∗ Vde(j) | Vnd(j) in G,

Again, because Vj , Vde(j), and Vnd(j) partition the vertex set of G, this is equivalent to

not Vj ∗ Vde(j) in G,

which is exactly what fixability of Vj means.
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We now turn to prove Proposition 3. The consistency property (5) implies that Vnd(j)(vj) =
Vnd(j) and Vj(vj) = Vj . So by factorizing the joint density of V (vj), we have

p(Vj(vj) = ṽj , V−j(vj) = v−j)

= p(Vnd(j) = vnd(j)) p(Vj = ṽj | Vnd(j) = vnd(j)) p(Vde(j)(vj) = vj | Vnd(j) = vnd(j), Vj = ṽj)

= p(Vnd(j) = vnd(j)) p(Vj = ṽj | Vnd(j) = vnd(j)) p(Vde(j)(vj) = vj | Vnd(j) = vnd(j), Vj = vj)

= p(Vnd(j) = vnd(j)) p(Vj = ṽj | Vnd(j) = vnd(j)) p(Vde(j) = vj | Vnd(j) = vnd(j), Vj = vj),

where the second equality follows from fixability of Vj and Lemma 12, and the last equality follows
from the consistency of potential outcomes (Proposition 1). By factorizing p(V = v) in a similar
way and rearranging the terms, we obtain

p(Vj(vj) = ṽj , V−j(vj) = v−j)

p(Vj = vj , V−j = v−j)
=

p(Vj = ṽj | Vnd(j) = vnd(j))

p(Vj = vj | Vnd(j) = vnd(j))
. (24)

It is easy to see that
not Vj ∗ Vnd(j)\mbg(j) | Vmbg(j) in G .

By Proposition 2, we have

Vj ⊥⊥ Vnd(j)\mbg(j) | Vmbg(j) under P .

Equation (8) then immediately follows from (24).
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